
(Figure 6). A nearby QR code lets viewers load a custom
NexusUI interface that simultaneously creates spectrum-
based sounds in Web Audio and actuates the transducers
in the physical wood sculpture.

Figure 6: Humming Mississippi installed at the
Shaw Center for the Arts, 2013

4.6.2 Graham-O-Phone
Finally, NexusUI also experiments with new HTML5 ge-
tUserMedia as a control interface, accessible by the upcom-
ing NexusUI camera object. This object will make a live
video stream accessible for various modes of data, including
its color data or as an audio sequencer. The camera object
has already been used for an online video synth, called the
Graham-O-Phone, which turns video input into an audio
sequencer. It allows a performer to zoom in on a region of
space, pixelate it, and use the color data of those pixels in
sequence as data to control audio made with Gibberish.

5. FUTURE DIRECTIONS
NexusUI holds signi�cant opportunities for future develop-
ment and use. The ease of developing and distributing mo-
bile interfaces has encouraged us to develop the Louisiana
Mobile App Orchestra (LMAO). NexusUI will be used to
control audio generation, performative spatialization, and
audience interaction. Notably, the NexusUI joints object
has been used as an equal-power sound di�user around a
72-channel sound theater, allowing live performance con-
trol of individual nodes of sound in space with multimodal
input from mobile devices.

Key goals in the future development of NexusUI are to
more rigorously take advantage of its networked nature, and
to critically evaluate the possibilities of a browser-based in-
terface, including the practice of in-browser performance.
[12] There is a great opportunity to integrate NexusUI with
Application Programming Interfaces (APIs) from other ser-
vices to retrieve live data from social media, sports, games,
or news, and to encapsulate those data streams in easy-
to-create NexusUI objects. Imagine using a single line of
code, or a NexusDrop draggable interface, to create an in-
terface that could receive social media images (Instagram
or Flickr), tweets, and text messages from your audience
and to perform with touch, color, or text data from those
sources on a touch device. We see Nexus as a burgeon-
ing open-source platform for the development of new, un-
usual, networked touch-interface maps that break from the
paradigm of sliders and buttons, and that can enable musi-
cians to approach mobile devices more creatively.
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